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echo experiments
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Picosecond vibrational echo studies of the asymmetric stretching mode (201 af
(acetylacetonapdicarbonylrhodiunl) [ Rh(CO),acaq in liquid and glassy dibutyl phthalat®BP)

(3.5 Kto 250 K are reported and compared to previous measurements of a similar mode of tungsten
hexacarbony] W(CO)s]. The RKCO),acac pure dephasing show3 hdependence on temperature

at very low temperature with a change to an exponentially activated prak&ss400 cm 1) above

~20 K. There is no change in the functional form of the temperature dependence in passing from
the glass to the liquid. It is proposed that fiiedependence arises from coupling of the vibration

to the glass’s tunneling two level systems. The activated process arises from coupling of the
high-frequency CO stretch to the 405 chRh—C stretch. Excitation of the Rh—C stretch produces
changes in the back donation of electron density from the rhodiynorbital to the CO#*
antibonding orbital, shifting the CO stretching transition frequency and causing dephasing. In
contrast, WCO); displays aT? dependence beloW, in DBP and two other solvents. Abovig,,

there is a distinct change in the functional form of the temperature dependence. In 2-methylpentane,
a Vogel-Tammann-Fulcher-type temperature dependence is observedgbdivie proposed that

the triple degeneracy of thg;, mode of WCO)g is broken in the glassy and liquid solvents. The
closely spaced levels that result give rise to unique dephasing mechanisms not available in the
nondegenerate RB0O),acac system. €1998 American Institute of Physics.

[S0021-960698)51705-9

I. INTRODUCTION diagonal density matrix elementsorentzian homogeneous
] ] _line shapg can be characterized by an ensemble average
A molecule in a condensed matter medium, such as lidpre dephasing timef,. The total homogeneous dephasing
uid or a glass, is influenced by intermolecular interactiongjme T, also has contributions from the vibrational lifetime,
with the surrounding solvent. The shift in vibrational fre- T,. Evolution of the system on time scales substantially

quencies in going from the gas phase to a condensed phas_esi wer thanT, appear as inhomogeneous broadening. In a

an indication of the effect of the solvent on internal meChan"glass, the time scale of the slowest system evolution may be

qal degree_s Of. freedom. The static shift in vibrational absorp-so long that there is essentially truly static inhomogeneous
tion energies is a reflection of the average force exerted b

: . Broadenmg. However, there are also slow fluctuations that do
solvent on the molecular oscillators. The medium also exerts . ; o

. : not contribute to homogeneous pure dephasing but give rise
fluctuating forces on the internal degrees of freedom of

. ; : . 10 spectral diffusion. Spectral diffusion has been observed
solute molecule, which are responsible for fluctuations in

. .frequently in electronic excitation dephasing experiments in
molecular structure. The structural fluctuations are mani- cJ )3/ P g experimer
lasses and has also been observed for vibrational

fested in time-dependent vibrational eigenstates, and, thu &5

time-dependent vibrational energy eigenvalues. Fluctuatingans't'on_ ) | . . | h h
forces are involved in a wide variety of chemical and physi- dentical considerations apply to homogeneous dephas-

cal phenomena, including thermal chemical reactions, proi_ng in liquids. There is a range of high-frequency fluctuations

motion of a molecule to a transition state, electron transfertn@t give rise to homogeneous pure dephasing. Compared to
and energy flow into and out of molecular vibrations. this time scale, there can be inhomogeneous broadening aris-

The dynamics of the bath of modes, which cause timdng from more slowly evolving components of the liquid
evolution of the vibrational energy eigenvalues, give rise tostructure. However, unlike a glass, there are no essentially
fluctuations in vibrational energy level separations. The batt$tatic local environments that give rise to permanent inhomo-
contains bulk solvent degrees of freedom arising from transgeneous broadening. In a liquid, spectral diffusion will cause
lational and orientation motions of the solvent molecules agl possible transition energies to be sampled by an oscillator
well as the internal vibrational degrees of freedom of theon some time scale.
solvent. The bath also contains the solute’s vibrational In principle, information on dynamical intermolecular
modes other than the oscillator of interest. In a glass, batinteractions of an oscillator with its environment can be ob-
frequency fluctuations range from very high frequency totained from vibrational absorption spectra. The vibrational
essentially static. For a pair of energy levels, evgz,0 and  line shape, line width, and their dependences no temperature
v=1, the very fast fluctuations produce homogeneous purand the nature of the solvent depend on the forces experi-
dephasing, which, for an exponential decay of the off-enced by the oscillator. However, a vibrational absorption
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spectrum reflects the full range of broadening of the vibra-dependenc®. Mechanisms are proposed to explain the
tional transition energies, both homogeneous and inhomogeemperature-dependent pure dephasing di®acac, and
neous. In glasses and in liquids, inhomogeneous broadenirdifferences between it and @O)g including the role of the
can exceed the homogeneous line width. Under these cidifferent degeneracies of the modes of interest.
cumstances, measurement of the absorption spectrum does
not provide information on vibrational dynamics. IIl. THE VIBRATIONAL ECHO METHOD AND
The ultrafast infrared|IR) vibrational echo experiment ExpERIMENTAL PROCEDURES
eliminates inhomogeneous broadening and provides a direct o
measurement of homogeneous dephasihgmogeneous A The vibrational echo method
spectrum. The vibrational echo is the equivalent of the mag- The vibrational echo experiment is a time domain third-
netic resonance spin echo developed in £9&@d the elec- order nonlinear experiment that can extract the homogeneous
tronic excitation photon echo developed in 1964Using  vibrational line shape even when the inhomogeneous line
vibrational echoes to measure the homogeneous dephasingdth is thousands of times wider than the homogeneous
time (T,) and IR pump-probe experiments to measure thayidth.21%1°
vibrational lifetime (T;) (and orientational relaxation if it A source of ps IR pulses is tuned to the vibrational tran-
occurg, the homogeneous pure dephasing tiffig) (can be  sition of interest to provide the vibrational echo two pulse
obtained® ! Pure dephasing describes the adiabatic modulaexcitation sequence. The first pulse excites each solute mol-
tion of the vibrational energy levels of a transition caused byecule into a superposition state, which is a mixture ofithe
thermal fluctuations of its environmetft!* Measurement of =0 andv=1 vibrational states. Each superposition has a
this quantity provides detailed insight into the fast dynamicamicroscopic electric dipole associated with it. This dipole
of the system. Thus, working in the time domain using non-oscillates at the vibrational transition frequency. Immediately
linear vibrational experiments, it is possible to determine theafter the first pulse, all of the microscopic dipoles in the
homogeneous spectrum and all dynamical contributions to isample oscillate in phase. Because there is an inhomoge-
In this paper, detailed vibrational echo studiegaifety- neous distribution of vibrational transition frequencies, the
lacetonatgdicarbonylrhodiurfl) [Rh(CO),acad in dibutyl  dipoles oscillate with some distribution of frequencies. Thus,
phthalate(DBP) above and below the solvents glass transi-the initial phase relationship is very rapidly lost. This effect
tion temperatureTy= 169 K) are presented and compared tois the free induction decay. After a time, a second pulse,
prior results for WCO)g in several solvents including traveling along a path making an anglg,with that of the
DBP* In both metal carbonyls, the asymmetric CO stretch-first pulse, passes through the sample. This second pulse
ing mode at~2000 cm ! is examined over a wide range of changes the phase factors of each vibrational superposition
temperatures, temperatures at which the solvent is a lowstate in a manner that initiates a rephasing process. At time
temperature glass, passes through the glass transition, and?ig the ensemble of superposition states is rephased. The
a liquid well aboveT,. Of particular interest is the pure phased array of microscopic dipoles behaves as a macro-
dephasing time,T5 , which reflects the medium induced scopic oscillating dipole which generates an additional IR
transition energy fluctuations of the CO oscillator. pulse of light called the vibrational echo. The vibrational
The CO asymmetric stretching modes of (BR),acac  echo pulse propagates along a path that makes an arfjle, 2
and WCO)g are different in a manner that appears to bewith that of the first pulse. Subsequently, a free induction
important. The RtCO),acac modg/A; of molecular point decay again destroys the phase relationships, so only a tem-
group G,) is nondegenerate while the(@0O)s mode(T,, of  porally short pulse of IR light is generated.
molecular point group ) is formally triply degenerate in The rephasing at2has removed the effects of the inho-
the gas phase. In a condensed phase, the local solvent strumegeneous broadeniri However, fast fluctuations due to
ture will be anisotropic. In general, there will be different coupling of the vibrational mode of interest to the bath cause
solute/solvent interactions along the molecutary, andz  the oscillation frequencies to fluctuate. Thus, attlRere is
axes. These anisotropic interactions will break the triple denot perfect rephasing. Asis increased, the fluctuations pro-
generacy of thd;, mode of WCO)g, yielding three modes duce increasingly large accumulated phase errors among the
with small energy splittings. microscopic dipoles, and the signal amplitude of the vibra-
The results presented below show thai{®8),acac has tional echo is reduced. A measurement of the vibrational
temperature-dependent pure dephasing with a different funecho intensity versus is an echo decay curve. Thus, the
tional form than WCO)g even when the solvent, DBP, is the vibrational echo decay is related to the fluctuations in the
same. At low temperature, in glassy DBP, the(®B),acac vibrational frequencies, not the inhomogeneous spread in
pure dephasing temperature dependence is lifiéarand is  frequencies. The Fourier transform of the echo decay is the
exponentially activated at higher temperatufet contrast, homogeneous line shap®!’ The vibrational echo makes the
W(CO)g has aT? temperature dependence in three differentvibrational homogeneous line shape an experimental observ-
glassy solvents up to their correspondi@s.g Above Ty in able.
all three solvents, there is a change in the form of the tem- In the experiments on RBO),acac in DBP, orienta-
perature dependence. In 2-methylpentd@®IP), W(CO)g  tional relaxation does not occur on the time scale of the
pure dephasing makes an abrupt transition frffnto a  vibrational echo experiments because of the high viscosity of
Vogel-Tammann—Fulcher (VTF) type temperature the solvent at all temperatures studied. This fact was verified
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experimentally using polarization selective pump-probe extor (AOM) single pulse selectorsThis pulse selection yields
periments. Therefore, orientational relaxation does not conan effective experimental repetition rate of 1 kHz, and an
tribute to RHCO),acac homogeneous dephasing. The role ofaverage power 0.5 mW.
orientational relaxation in vibrational echo experiments of = The two pulses for the vibrational echo or the pump-
W(CO)q has been previously discusSeahd reanalyzed be- probe (transient absorption to measure the vibrational life-
low. time) experiments were obtained using a 10% beamsplitter.
The IR absorption line shape is related to these microThe 10% beandfirst pulse in vibrational echo sequence or
scopic dynamics through the Fourier transform of the two-probe pulsgis a single pulse selected using a Ge AOM and
time transition dipole correlation functith®8-2Qvhich de-  sent through a computer-controlled stepper motor delay line.
pends upon variations in the transition energies for theThe remaining portiorisecond echo pulse or pump pylse
ensemble of vibrational transition dipoles and includes inhosingle pulse selected by a second Ge AOM. The AOMs can
mogeneous broadenifign the Markovian limit, and in the select pulses at either 25 or 50 kHz. For the vibrational echo
absence of inhomogeneous broadening, the transition dipokxperiment, the lower energy beam is selected at 25 kHz for
correlation function decays exponentially at a rate df,1/ background subtraction. For pump-probe, background sub-
whereT, is the homogeneous dephasing time. The Fourietraction is performed by selecting two adjacent micropulses.
transform gives a Lorentzian line shape, and contributions tdhe two pulses were focused into the sample~t60 um

the full line width at half maximum are additive diameter using an off-axis parabolic reflector. The signals are
measured with HgMgTe detectors, gated integrators, and

r= o1 N 1 (1)  digitized for collection by computer.
T, wTy 2mwTy Careful studies of power dependence and repetition rate

dependence of the data were performed. It was determined
Equation(1) allows the contribution of pure dephasing to the that there were no heating or other unwanted effects when
vibrational homogeneous line shape to be determined from giprational echo experiments were performed with pulse en-
knowledge of the homogeneous line width and the vibraergies of~ 15 nJ for the first pulse ane-80 nJ for the sec-

tional lifetime. ond pulse and the effective repetition rate of 1 k{38 kHz
The description of the third-order nonlinear polarization qyring each macropulse

that gOVernS vibrational echo experiments in terms of the Vibrationa' echo and pump_probe data were taken on the
dynamics of lifetime and pure dephasing has beem, asymmetric CO stretching mode of ®0),acac. Solu-
presented. FQV a Lorentzian homogeneous: line, the vibra-tions in DBP were made to give a peak optical density of 0.8
tional echo signal pulses decays exponentially as in a 400um path length cell. These solutions correspond to
B B " mole fractions of<10 *. The temperatures of the samples
H(7)/1(0) =exd —47(1/T; + 1/2Ty)] (28 \were controlled to- 0.2 K using a constant flow He cryostat.
The RHCO),acac vibrational echo data had two forms
due to its small vibrational anharmonicity (13.7 th.?223
The signal decays at a rate four times faster than the decay 5©r the short pulses used in these experiments, it is possible
the homogeneous dipole correlation function. If the pulsdOr the pulse bandwidth to exceed the anharmonic splitting.
duration is comparable t@,, a detailed calculation of the In this case, a three-level coherence is formed obth®, 1,

third-order polarization can be performed to extriigt? and 2 levels. This produces a nonexponential vibrational
echo decay with beats at the anharmonic splitting

frequency???® When the laser wavelength is tuned to the
center of the inhomogeneous line and the laser bandwidth is
narrow, single exponential decays are measured. Further,

The vibrational echo experiments require tunable IRSingle exponentials can be obtained with wider bandwidths
pulses with durations of-1 ps and energies ef 1 uJ. The by tuning the laser to the blue. In the decays with beats, the
experiments described below were performed using IRslowest component of the decay corresponds to the dephas-
pulses near~5um generated by the Stanford super-ing of thev=0-1 transition onlf¥*?* Both types of data
Conducting-acce|erator-pumped free electron |,g(§ef|_)_9 were recorded and are reported here. Within experimental
The FEL generates nearly transform-limited pulses with grror, no differences in dephasing times were observed for
pulse duration that is adjustable between 0.7 and 2 ps. Activéie single exponentialnarrow bandwidth decays or the
frequency stabilization allows wavelength drifts to be limitedlongest component of the nonexponentialde bandwidth
to <0.01%, or<0.2cm L. The pulse duration, spectrum, decays(Thev=1-2 dephasing time can be extracted from
and peak power are monitored continuously. the fast component of the nonexponential detety)

The FEL produce a 2 msmacropulse at a 10 Hz repeti-
tion rate. Each macropulse consists of the ps micropulses at
repetition rate of 11.8 MHZ84.7 n3. The micropulse energy
at the input to experimental optics is0.5 uJ. Vibrational echo experiments were conducted on the CO

To avoid sample heating problems, micropulses are seasymmetric stretching mode of RPO),acac (2010 cmt) in
lected out of each macropulse by Ge acousto-optic moduledDBP from 3.4 K to 250 K. In addition, vibrational pump-

—exf — 47/T,]. (2b)

B. Experimental procedures

If. RESULTS
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FIG. 2. Vibrational echdcircles and pump-probétriangles data for the

- asymmetric CO stretch mode of D),acac in DBP. The pump-probe
results are plotted asl2, in accordance with Ed1). The solid line through
the T, data is the best fit to the temperature dependence. Using these results,
the temperature-dependent pure dephasing rates can be calculated from Eq.

(D).

mogeneous line width. The solid line through the data is a fit
TR FEEFE FEREE ERTEN FRETS PERRE P TS S to a straight line, which accurately reflects the temperature
40 20 0 20 40 60 80 100 120 140 dependence of th&,; data over the full range of tempera-
time (ps) . .
tures. To reduce scatter in the values Tof obtained by
FIG. 1. Vibrational echo decay data of the asymmetric CO stretch mode ofemoving the contribution from the lifetime, tfg values at

Rh(CO)2acac in DBP at 3.4 K. The decay is single exponential. The inset isagch temperature were obtained from the linear fit to all of
a semilog plot of the data and fit. The decay constant is 23.8 ps, Whicr{heT data

yields a homogeneous line width of 0.11 tmThe absorption spectrum has 1 o . .

a line width of~15 cmi ! at this temperature, demonstrating that the line is Figure 3 displays the values of the pure dephasing time

massively inhomogeneously broadened. versus inverse temperature on semilog pfothe solid line
through the data is a fit to the form

1
probe experiments were performed on the same transition — =a;T*+a,e AEKT ©)

from 3.4 K to 300 K. Figure 1 shows vibrational echo data 2

taken at 2020 cm* which is 10 cm* to the blue of the cen- with =1 andAE=2385 cm .. Note that there is no break in
ter line at 3.4 K and a fit to an exponential de¢&g. (2)].  the temperature dependenceTgt=169 K (see inset Also
The laser bandwidth for this data set+sl4 cni'l, so over-  shown are dotted and dashed lines, in whicis fixed at 0.7

lap with v=1-2 negligible. Within experimental uncer- and 1.3, respectively, and the other parameters are allowed to
tainty, the decay is a single exponential. Therefore, the hofloat. Within experimental erroip= 1.0 gives the best fit to
mogeneous line shape is a Lorentzian. The decay constatite data, and the value af has only a very minor effect on
T,=95.2ps, yielding a homogeneous line width of the activation energy. By considering a variety of fits such as
0.11 cmt. For comparison, the absorption spectrum has ahose displayed in Fig. 3, the best values foand AE are
line width of ~15 cm ! at this temperature. The absorption a=1.0+0.1 andAE=385+50 cm .

line is massively inhomogeneously broadened. The vibra- The RHCO),acac pure dephasing temperature depen-
tional echo experiments show that the absorption line is indence is different from that previously observed for the pure
homogeneously broadened at all temperatures studied, inlephasing of th&;, mode of WCO)g in three glass forming
cluding 250 K[ 1/(7T,)=1.5 cni %], which is~80 K above  solvents. Figure 4 shows %) for W(CO)s in DBP from

Ty 10 K to just aboveT, on a log plot’'® The straight line
Figure 2 displays the results of the temperaturethrough the data yields a temperature dependendé of/er
dependent vibrational echircles and pump-probgtri- the entire temperature range. Clearly the temperature depen-

angles, plotted asT,) experiments. As with studies made on dence of the pure dephasing of the two compounds in the
W(CO)g in a number of solvents, the temperature depenglass is fundamentally different even though the pure
dence of 4, is very mild, and the temperature dependencedephasing is for a CO asymmetric stretching mode of both
of T, is much steeper. Using E@l) and the I, and T,  molecules at-2000 cm ! in the same solvent.

values obtained from the experiments, the pure dephasing, Figure 5 shows a reduced variable plot of the homoge-
T3 can be obtained. There is a small amount of scatter in theeous dephasing of th&,, mode of WCO)g in three
pump-probe data. The scatter is insignificant at the higheglassy solvents, DBP, 2MP, and 2-methyltetrahydrofuran
temperatures where pure dephasing totally dominates the hMTHF).° The solid line through the data 2. Within
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FIG. 5. Reduced variable plot of the homogeneous dephasingGO) in
DBP, 2MP, and 2MTHF. The abscissa is the homogeneous line width di-
vided by the homogeneous line widthTgf. The ordinate i scaled byT, .
All data sets fall on tha@? line.

100
W(CO)g in 2MP displays orientational relaxation because of
a mechanism that depends on the degeneracy ofTthe
mode(see below. The temperature dependences of the ori-
entational relaxation as well a3, and T, have been
measured® Using these, the temperature dependence of the
pure dephasing was obtained and is displayed in Fig. 6 on a
log plot. Below T, the temperature dependenceTs as
discussed above. Abovk,, there is a dramatic break in the
temperature dependence. The solid line through the data is a
fit to Eq. (4),

pure dephasing time (ps)

10
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FIG. 3. Pure dephasing time of the asymmetric CO stretch mode of . . . 2

Rh(CO),acac in DBP versus inverse temperature on a semi-log plot. Thvhere  is 2.0£0.1. The first term is thé temperature

solid line through the data is a fit to E®), the sum of a power law and an dependence observed in the low-temperature glass. The sec-

exponentially activated process. Note that there is no break at the experhnd term has the form of the VTF equation which is often

mentalT,, 169 K. The inset is an expanded view at high temperawires, oy 15 describe the onset of dynamic processes near the
showing that the process is activated. The best fit has the power law expq-

24-26 - : -
nent,a=1.0 andAE =385 cni'L. Dotted and dashed lines are within Eq. ~ 1g- The VTF equation describes a process with a

(3) fixed at 0.7 and 1.3, respectively, and the other parameters ¢8Eare ~ temperature-dependent activation energy that diverges at a
allowed to float.

experimental error, the homogeneous dephasing h@g a 100 F
temperature dependence in all three solvents in spite of the § :

fact that the three solvents are quite different. o

A full temperature dependence of the pure dephasing of e 30
W(CO)g is only available in the solvent 2MP° The s
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FIG. 6. Temperature dependence of the pure dephasing of the asymmetric
FIG. 4. Pure dephasing rate of(®O)g in DBP versus temperature on a log CO stretch of WCO)g in 2MP. The line through the pure dephasing data is
plot. The straight line through the data is a fit which yieldEalependence.  a fit to Eq.(4).
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where the Debyel® contribution to the heat capacity is
small, the heat capacity is dominated by the uptake of energy
in going from a lower energy structure to a higher energy
structure, e.g., the transitigR)=|L) in Fig. 7(a). A glass is
modeled as having many TLSs with a broad distribution of
tunnel splittings,E. If the probability, P(E), of having a
splitting E is constantP(E)=C, (all E's are equally prob-
able, then the heat capacity &'.
The description of electronic dephasing in low-
temperature glasses is based on the TLS dynaiiic&>3
B We propose that identical considerations can apply to the
vibrational dephasing of REO),acac in DBP at low tem-
W W perature. Figure (b) illustrates the mechanism. A particular
\ / molecule is coupled to a number of TLS. For those TLS with
/ E not too large E<2KT), the TLS are constantly making
N transition betweenL) and|R) with a rate determined b
W and the tunneling parameterThe structural changes be-
tween|L) and |R) with a rate determined b¥ and the
FIG. 7. (8) An illustration of a two-level systeniTLS) making a transition  tunneling parameter.The structural changes betweéin)
o ey e & o) S o oS0 procuce fluctuaing strins o futuaiig electrc d-
ne?ing splittings,E. (b) A scr?emati)c/ of the CO oscillator coupled to a poles. The fluctuating St_rams or dipoles produce_ fluctuating
number of TLSs. The TLS transitions produce fluctuating forces at the osforces on the CO oscillator. Thus, the vibrational pure
cillator causing pure dephasing. dephasing can be caused by TLS dynamics. It has been dem-
onstrated theoretically using the uncorrelated sudden jump
model that forP(E) = CE*, the temperature dependence of
temperature;T,, below the nominally. T, can be linked  the pure dephasing iE'*#.33-38Therefore, for the flat dis-
thermodynamically to an “ideal"T,.?* This equation de- tribution, x=0, the pure dephasing temperature dependence
scribes the temperature dependence of the viscosity of 2MR T1. T! and somewhat steeper temperature dependences,
well, and givesT,=59 K.° The fit of Eq.(4) to the pure e.g. T13 have been observed in electronic dephasing experi-
dephasing data describes the entire temperature dependenifients in low-temperature glasses?’3Recent theoretical
exceedingly well up to 250 K, but yields a reference tem-work that has examined the problem in more detail suggests
perature ofT,=80 K. This reference temperature matchesthat even the apparent super linear temperature dependences
the laboratoryT;, not the ideally. The onset of the dynam- may arise from an energy distributiét{( E) = C.3° Other the-
ics that cause the rapid increase in homogeneous dephasiBgetical work has investigated the influence of coupled
of W(CO)g in 2MP is apparently linked with the onset of TLS % Regardless of the theoretical approach, the qualitative

structural processes near the laborafogy results are the same. Coupling of a transition to a distribution
of tunneling TLS can produce pure dephasing which is es-
IV. DEPHASING MECHANISMS sentially T*.

A. Low-temperature pure dephasing of Rh  (CO),acac

Pure dephasing of the for@i® where a~1 has been B. High-temperature pure dephasing of Rh  (CO),acac

seen repeatedly for homogeneous pure dephasing of elec- Above ~20K, the T! vibrational pure dephasing is
tronic transitions of molecules in low-temperature glasseslominated by the exponentially activated process. Electronic
using photon echodé”?® and hole burning spectros- dephasing experiments have also shown power law tempera-
copy?9~31The electronic dephasing has been described usure dependences that go over to activated processes at
ing the two-level systen{TLS) model of low-temperature higher temperaturé®*3However, in the electronic experi-
glass dynamics®323that was originally developed in the ments, power law behavior is observed only to a few degrees
early 70s to explain the anomalous heat capacity of lowK because typical activation energies for electronic dephas-
temperature glasses, which is approximately lineaF.i#*®  ing are 15—30 cm!.#>*3Therefore, the activated process be-
Even at low temperatures, glasses are continuously underggins to dominate the power law pure dephasing at lower
ing structural changes. The complex potential surface omemperatures than is observed for the CO vibrational dephas-
which local structural dynamics occur is modeled as a coling of RhCO),acac. The low activation energy for elec-
lection of double wells. At low temperatures, only the lowesttronic dephasing in glasses has been shown to arise from
energy levels are involved, so these are referred to as TLSoupling of the electronic transition to low-frequency modes
Figure 7a) is an illustration of a TLS|L) represents a par- of the glas$?*® In the vibrational dephasing experiments,
ticular local structure of the glasiR) represents a different the AE=400 cmi'l. Thus, the power law component of the
local structure. Transitions can be made betwéerand|R)  temperature dependence is not masked until higher tempera-
by phonon-assisted tunneling. At very low temperaturesiure.
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A Re “FKT QOver this same temperature range, the downward
rate will be temperature independent or have a weak
::A(D (small) temperature dependence. From the &E=400 cm* and
the highest experimental temperature corresponds to
vibrational ~170 cm%, so this condition is met. This system is in the
echo transition weak coupling limit, i.e., the change in the CO frequency,
Aw, with excitation of the low-frequency mode is small com-
R Re-AEAT pared to the CO frequency. In additioh|A w|/kT<1. For
— these conditions, the pure dephasing contribution to the line-
CO asymmetric stretch  low frequency mode width from repeated excitation and relaxation of the low-
frequency mode 8
_ 11 AoD? T e ®)
back bonding 7TT’2‘ 7|1+ (Aw7) 2 .
d orbital O\ € = anti-bonding MO . . o
Rh—g;_—_o Equation (5) shows that this contribution to the homoge-
O/QQ neous linewidth is exponentially activated. The right-hand

side of Eq.(5) is consistent with Eq(3), which was used to
FIG. 8. (a) Proposed dephasing mechanism of the asymmetric CO stretchinfjt the data. The factor multiplying the exponential is the

mode of RI{CO),acac at high temperature. Thermal activation of a low- constanta, in Eq. (3). This term dominates the temperature

frequency mode causes a small change in the transition frequAngyof dependence at high temperature.
the high-frequency mode. During the time when the low-frequency mode is For th d hani t t for the ob d
excited, the high-frequency mode develops a phase dispElectron do- or tne€ proposed mechanism 1o account for the observe

nation from thed, orbital of the Rh atom to the C@* antibonding mo-  high temperature pure dephasing, a mode~of00 cm*
lecular orbital of CO. Thermal excitation of the Rh—C stretch will lengthen must couple nonnegligibly to the asymmetric CO stretch so
the pond which decreases the m_a_gnitude of backbonding, producing a shifhgt Aw is significant. The Rh—C asymmetric stretching
to higher energy of the CO transition. mode has a transition energy of 405¢cht’ The closest
other modes of RI€CO),acac are outside of the error bars on
the activation energ{/ There is a reasonable explanation
In the RHCO),acac system, the temperature dependencerhy the Rh—C stretch couples significantly to the CO mode,
of the pure dephasing changes rapidly abex20 K. By 100  but modes of lower frequency, which would become popu-
K, the temperature dependence is well described by the atated at lower temperature, do not. The explanation is illus-
tivated process alon@ee inset in Fig. B There is no break trated in Fig. 8b). The RHCO),acac has significant back
in the pure dephasing data as the sample passes thiigugh donation of electron density from the Rh, to the COp .+
The activation energyAE=~400 cni’?, is well above the antibonding orbital(back bondiny that weakens the CO
typical cutoff for phonon modes of organic solifsturther-  bond and red shifts the transition energy about 100 to
more, the far-IR absorption spectra of neat DBP shows ne-2045 cm L. (The splitting of the symmetric and asymmet-
strong transitions in the region around 400 ¢mindicating  ric linear combination of the 2 CO stretches further shifts the
that there is no specific mode of the solvent that mightasymmetric mode to the observed value of 2010t
couple strongly to the CO mode. These facts suggest that thiEhus, back bonding plays a significant role in determining
high temperature Arrhenius dephasing process is not causélde transition frequency. It is well known that in metal-
by a motion associated with the glass/liquid solvent, butcarbonyl compounds, the CO frequency is very sensitive to
rather that the dephasing arises from coupling of the C@hanges in back bondirf§.Also, a combination of isotope
mode to an internal mode of RBO),acac. substitution spectroscopic experiments and calculations show
The proposed mechanism is illustrated in Figa)8Ther-  that for metal-carbonyls, there is substantial coupling be-
mal excitation of a low-frequency mode causes the CQween the M—C stretch and the C—O stretthwhen the
stretching mode transition frequency to shift a small amountRh—C mode is thermally excited from tle=0 state to the
Aw. The lifetime of the low-frequency mode t&=1/R. Dur- v=1 state, the average bond length will increase. The in-
ing the time period in which the low-frequency mode is ex-crease in the sigma bond length will decrease the
cited, the initially prepared CO superposition state precessd@h d,-CO p+ orbital overlap, and, therefore, decrease the
at a higher frequency. Thus, a phase error develops. For magnitude of the back bonding. Thus, excitation of the
small Aw and a shortr, the phase error is on the order of Rh—C mode causes a blue shift of the CO stretching fre-
rAw<1. This is the slow or intermediate exchange liffiif®  quency by decreasing the back bondtfg.

Repeated excitation and relaxation of the low-frequency Although data is not available for RBO),acac, IR ab-
mode will produce homogeneous dephashf. sorption measurements on transition metal hexacarbonyls
Over a temperature range in which the energy of thesupport this mechanisfi. For the equivalent mode of
low-frequency transitionAE, is large compared t&T, the  M(CO)s (M=Mo, Cr), the combination absorption band of
rate of excitation of the low-frequency mode increases expothe M—C asymmetric stretch and the CO asymmetric stretch
nentially with temperature, i.e., the rate of excitation isis ~20 cm ! higher in energy than the sum of the two fun-
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damental energié®. Thus, Aw=20cm*. The change in A
back bonding upon excitation of the Rh—C mode provides a Gas Phase Glassy Solvent
direct mechanism for coupling excitation of the Rh-C ) @ %

frequency modes, such as a methyl rocking mode of the acac

stretch to the CO stretch transition frequency. Other low- |
ligand, will not have this type of direct coupling, and, there- y

o
8%3

fore, will not cause dephasing even though they may be ther- T,, mode
maIIy populated. triply degenerate anisotropic environment
If the proposed mechanism is valid, it should be possible .
to reproduce the constamb in Eq. (3) using Eq.(5) with Splittings depend on
—_— local environment.
reasonable values of the other parameters: B Fixed in glass.
1 (AwT)? 5 .
= 1+(Awn)?| © B @ %
The value ofa, is obtained from the data in Fig. 3, Liquid @ Solvent
=1.2x10% Hz. As discussed above, based on compounds 8/' @. in motion
similar to R{CO),acac,A w=20 cm *. Using the values for -~ Q‘% 4
a, and Aw yields a value ofr=0.75 ps is obtained for the
vibrational lifetime of the 405 cmt Rh—C stretch. Direct
measurements of the lifetime of this mode or of any low .
X . Solvent evolution causes
frequency vibrations have not been made. However, 0.75 ps  enerey level fluctuations.

is a plausible number. The Rh—C mode can relax via a cubic }
anharmonic process involving the annihilation of the original
Rh-C excitation and the creation of two lower frequencyF!C. 9. (@ In the gas phase, thie,, mode of WCO)s is triply degenerate.

47 . _In a condensed phase, such as a liquid or glass, the anisotropic environment
modes.” The RKCO)ZacaC has several internal lower fre breaks the degeneracy, producing three levels with small energy splittings.

quency mode$! One possible relaxation pathway is to cre- (b) Solvent molecular motions in the liquid state produce a local, time-
ate one internal mode, e.g., 300_c5|'nand create a mode of dependent anisotropic structure. Fluctuations in local structure couple to the
the solvent continuum, assuring conservation of energy. Anthree levels, causing energy level fluctuations and pure dephasing.
other possible pathway is relaxation into two modes of the
solvent continuum. For a nonhydrogen bonding solvent such
as DBP, the continuum of translational and orientational
modes(instantaneous normal mods? will extend to sev- modes with small energy splittings. This model is illustrated
eral hundred cm!.52 For either possibility, the low-order in Fig. (a). There will be a range of such splittings reflecting
cubic anharmonic processes available for the relaxation anide range of local solvent structures.
the high density of states provided by the solvent continuum In a glass, the local solvent structure aboutG®) is
will cause rapid relaxation of the Rh—C vibration. In the essentially fixed on the time scale of the pure dephasing. The
future, it may be possible to perform a far IR pump-probeT2 temperature dependence in the three glassy solvents stud-
experiment to make a direct measurement of the Rh—C lifeled suggests a two phonon process in the high-temperature
time. limit, i.e., kT>%w,, where w, is a typical phonon fre-
quency involved in the two phonon process. Two phonon
elastic scattering that causes fluctuations in the anisotropic
. local solvent structure surrounding(@O)g will induce fluc-
C. Dephasing of W (CO)s tuations of the level splittings and can c6ause pure dephasing.
As can be seen from a comparison of Figs. 3, 4, and 6, A second mechanism that would result iTatempera-
the temperature-dependent pure dephasing dCRJpacac  ture dependence is two phonon scattering from one level to
is fundamentally different from that of WCO)g at all tem-  another. This mechanism is referred to as inelastic two pho-
peratures even though an asymmetric CO stretch aton scattering. This second possibility can be ruled out. The
~2000 cm! was studied in both molecules. It is proposednondegenerate levels will be approximately the molecylar
that the WCO)g pure dephasing is different because of they, andz basis modes of the triply degenerate state, although
high symmetry of thel';, asymmetric CO stretching mode, there may be some mixing caused by the anisotropic nature
which makes it triply degenerate in the gas pHsehile the  of the solvent perturbation. Scattering among the levels
Rh(CO),acac mode is not degenerate. Th€GW)sT,, mode  would result in orientational relaxation since it will take the
consists of all six CO’s moving in concert, one pair along theoscillating dipole from, for examples to y or z. In both the
molecularx axis, one pair along, and one pair along. In  glass and liquid states of the solvent, the contribution of
a liquid or glass, the local solvent structure is anisotropic. Inorientational relaxation to the total homogeneous line width
general, there will be different solute/solvent interactionshas been analyzed, and it is small compared the other
(forces exerted on the oscillajoalongx, y, andz. These contributions’ If two phonon inelastic scattering among the
interactions will break the triple degeneracy, yielding threethree nondegenerate levels were responsible for the pure
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dephasing, it would occur at the same rate as the orientantramolecular interactions that give rise to the homogeneous
tional relaxation. line widths and pure dephasing of the asymmetric stretching
In the previous studies, orientational relaxation, whichmodes of RKCO),acac and WCO)g in liquid and glassy
was shown not to depend on physical rotation of the molsolvents. Even when RG0),acac and WCO), are in the
ecule, was ascribed to the triply degenerate nature off{he  same solvent, the functional forms of their temperature-
state?'® However, it was implicitly assumed that the state dependent pure dephasing are very different. At low tem-
was actually degenerate, and that the radiation field woulgherature (3.5 K to~20K), RhCO),acac pure dephasing
excite some particular coherent superposition of hey,  goes ag®. This is interpreted as the result of coupling of the
andz basis state$Because the degeneracy is broken by theyibrational mode to the dynamical two-level systems of the
anisotropic environment, a single state will be excited. Theylassy DBP solvent. Above 20 K, the pure dephasing be-
probability of excitingx, y, or z will depend on the projec-  comes exponentially activated with an activation energy of
tion of the excitatiorE-field onto the moleculax, y, andz 400 cnil. There is no change in the functional form of the
axes. Then, the overall proposal is that orientational relaxtemperature dependence in passing from the glass to the lig-
ation is caused by two-phonon inelastic scattering among thgiq These results suggest that the activated process arises
fchree nondegenerate states, an_d, in the Q'as_s’ pure dephasmgn coupling of the high-frequency CO stretch to the inter-
is caused by two-phonon elastic-scattering-induced fluctueha| 405 cm! Rh—C asymmetric stretching mode. Excitation

qu{lsllofdthex, y,tand z Ievgls.t Be.causet trfi.“ moc_ilie t:S kof the Rh—C stretch produces changes in the back donation
Initially degenerate, any anisotropic perturbation Wit bréak o g q41opy density from the metdl. orbitals to the COr*

the degeneracy. Th? resulting splltt!ng are very sensitive t nti-bonding orbital, shifting the CO stretching transition fre-
even small phonon-induced fluctuations of the local solven . .
. o . ) . uency and causing dephasing.
environment. This is not a mechanism that is available to . 5
. . The pure dephasing of WO)g has aT- temperature

Rh(CO),acac. Apparently, the two-phonon elastic scattering .

) : X . dependence in DBP, 2MP, and 2MTHF glasses. In all three
mechanism available to WO); dominates the mechanisms

responsible for pure dephasing of RID),acac in the glass solvents, there is an abrupt ch.ange.m the functional form of
and liquid states. the temperature dependence in going from the glass to the

The temperature dependence of the total homogeneOLIJiQUid' In liquid 2MP, the pure dephasing has a VTF tem-

line widths of WCO), changes abruptly above, in the perature dependence. The major_ differences in thg
three solvents, DBP, 2MTHF, and 2MB° In DBP and temperature-dependent pure dephasing of the asymmetric

2MTHF, there is evidence of motional narrowit The  Stretching modes of REO),acac and WCO)s are attributed
pure vibrational dephasing abov, in 2MP has the very to the difference |n.the degeneracy of the modes. The
steep VTF temperature dependerisee Fig. & In the lig- Rh(CO)acac mode is nondegenerate while thegQ@)g

uid, the solvent structure surrounding(@0); is no longer ~Mode is triply degenerate in the gas phase. WhéG®s is
static on the homogeneous time scialee Fig. %)]. Trans- placed in a glass or liquid solvent, the local anisotropic sol-
lation and rotational motions of the solvent will produce V€Nt structure beaks the degeneracy, yielding three modes
fluctuating forces that do not occur beldiy. Thus, there is ~ With small energy splittings. The results indicate that these
a change from a two-phonon elastic scattering mechanis$plittings are very sensitive to local fluctuations in the sol-
with essentially fixed solvent structure beldiy to a mecha-  Vent, giving rise to dephasing mechanisms that are not avail-

nism that involves the evolution of the local anisotropic sol-able to RifCO),acac. The abrupt change in the temperature
vent structure abova,. dependence of the WO)g vibrational pure dephasing above
The evolution of the local solvent structure will cause Tg 0ccurs because the nature of the local solvent structural
the splittings of the three closely spaced levels to evolve iffluctuations change in going from a glass to a liquid.
time, inducing pure dephasifigee Fig. %)]. Thus, the tri- It is interesting and useful to note that the two molecules
ply degenerate nature of the(@O)s T,, mode is also inti- studied provide probes of different aspects of solvent dynam-
mately involved in the pure dephasing in the liquid, but theics. At low temperature, the vibrational pure dephasing of
nature of the solvent dynamics changes ab®ye causing Rh(CO),acac is sensitive to the glass’s structural evolution
the abrupt change in the temperature dependence. In the prproduced by two level system dynamics, while that of
posed mechanism, the pure dephasing ¢C®) in liquid  W(CO)g is not. However, abové,, the broken degeneracy
2MP is caused by the very-high-frequency solvent motion®f the T,, mode of WCOQ)g causes its vibrational pure
that are ultimately responsible for longer time scale pro-dephasing to be sensitive to the dynamics of the supercooled
cesses such as translational and rotational diffusion and diiquid, while the nondegenerate mode of(RID),acac is not.
electric relaxation. The observed VTF temperature depen- The observed differences between the vibrational pure
dence would seem to be consistent with this dephasingephasing of the asymmetric stretching modes of
mechanism. Rh(CO),acac and WWICO)g have been attributed to the differ-
ence in the mode degeneracy. Future vibrational echo experi-
ments on other metal carbonyls and vibrations of other
classes of molecules will continue to explore the nature of
Vibrational echo experiments have made it possible tovibrational pure dephasing in liquids, glasses, and

perform a detailed examination of the dynamics of inter- ancproteins>>*

V. CONCLUDING REMARKS
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