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In general, the formation and dissociation of solute-solvent complexes have
been too rapid to measure without disturbing the thermal equilibrium. We were
able to do so with the use of two-dimensional infrared vibrational echo spec-
troscopy, an ultrafast vibrational analog of two-dimensional nuclear magnetic
resonance spectroscopy. The equilibrium dynamics of phenol complexation to
benzene in a benzene–carbon tetrachloride solvent mixture were measured in
real time by the appearance of off-diagonal peaks in the two-dimensional vi-
brational echo spectrum of the phenol hydroxyl stretch. The dissociation time
constant td for the phenol-benzene complex was 8 picoseconds. Adding two
electron-donating methyl groups to the benzene nearly tripled the value of
td and stabilized the complex, whereas bromobenzene, with an electron-
withdrawing bromo group, formed a slightly weaker complex with a slightly
lower td. The spectroscopic method holds promise for studying a wide variety
of other fast chemical exchange processes.

Solvents play an enormous role in practical

chemistry by influencing the reactivity of dis-

solved substrates (1). In part, the influence

stems from polarization effects or nonspecific

solute-solvent interactions for which the sol-

vent structure around a solute can be described

in terms of an isotropic radial distribution

function (2). However, specific intermolecular

interactions, such as hydrogen bonding, can

lead to structurally characterizable solute-

solvent complexes that are constantly forming

and dissociating under thermal equilibrium

conditions on very short time scales (3). The

dynamics of these transient species can play

an important role in the physical and chemical

properties of a solute-solvent system by af-

fecting reaction rates, reaction mechanisms,

and product ratios (1).

If the complexes persist for microseconds

or longer, their thermal equilibrium dissocia-

tion and exchange dynamics can be studied by

means of two-dimensional (2D) nuclear mag-

netic resonance (NMR) techniques (4–6). How-

ever, for the majority of organic and other

types of nonaqueous solutions, in which a vast

number of reactions take place, the solute-

solvent complexes are bound by energies on

the order of a few k
B
T (where k

B
is the

Boltzmann constant and T is absolute temper-

ature; k
B
T , 0.6 kcal/mol at room tempera-

ture) and therefore form and dissociate on

subnanosecond time scales. As a result, NMR

studies cannot distinguish the rapid exchange

events and can offer only a dynamically

averaged view of the system.

Ultrashort laser pulses have long offered a

means of probing rapid dynamics. However,

ultrafast absorption and fluorescence tech-

niques have been hindered by the need to per-

turb the chemical properties of the system in

order to study it. These techniques measure

net changes in state populations. Thus, elec-

tronic excitation can be used to initiate a reac-

tion on a femtosecond time scale by placing a

molecule in a higher electronic state, with

subsequent fast probing of new product for-

mation, but the system is then no longer ob-

served in its chemical equilibrium state. What

is needed to probe equilibrium solvent-solute

interactions is an ultrashort analog of 2D

NMR spectroscopy. Here, we apply such an

analog—ultrafast 2D infrared (2D IR) vibra-

tional echo spectroscopy—to probe the dy-

namics of phenol complexation with several

benzene-based solvents.

Coherent spectroscopy: From NMR to
IR. Both the NMR and IR vibrational echo

techniques involve pulse sequences that in-

duce and then probe the coherent evolution

of excitations (nuclear spins for NMR and vi-

brations for IR) of a molecular system. The

molecules in a given environment (for exam-

ple, free versus complexed) are induced to

‘‘oscillate’’ in spin states or vibrational states,

all at the same time and with the same phase

by the first pulse in the sequence. The effect of

the first pulse, along with the manipulation of

the phase relationships among the vibrational

oscillators by the following pulses in the

sequence, is an important feature that 2D IR

vibrational echo spectroscopy has in common

with 2D NMR. The later pulses generate

observable signals that are sensitive to change

in environments of individual molecules dur-

ing the experiment (e.g., from free to com-

plexed solute or vice versa), even if there is no

change of aggregate populations in the distinct

environments (the observable in linear spec-

troscopy). The critical difference between the

IR and NMR variants is that the IR pulse se-

quence acts on a time scale six orders of mag-

nitude faster than the NMR sequence.

Vibrational echo–based 2D IR experiments

have been applied to the study of the intra-

molecular coupling of vibrational modes (v),

the structure of proteins, and the dynamics of

hydrogen bonds by observing the positions of

peaks or the change in the shape of peaks in

the 2D spectrum (7–9). In the present study,

intermolecular chemical exchange causes new

peaks in the spectrum to appear and grow,

yielding the rate of chemical exchange.

Phenol binds weakly to benzene. In-

termolecular chemical exchange under thermal

equilibrium conditions is ubiquitous in nature. It

forms the basis for supramolecular chemistry

(10), host-guest chemistry (10), chemical and

biological recognition (11), and self-assembly

(10). The dynamics of complexes involving

noncovalent interactions with aromatic rings

are pivotal to the protein-ligand recognition and

concomitantly to drug design (11). The phenol-

benzene complex cuts to the essence of inter-

actions between protic and hydrophobic groups

so widespread in proteins and surfactants. More

fundamentally, the specific attraction between

the polar OH group on phenol and the po-

larizable p-electron cloud on benzene is an

intriguing intermediate case between disper-

sion forces and hydrogen bonding. The phenol-

benzene complex appears to be mainly a van

der Waals interaction (12), although it is also

referred to as p-hydrogen bonding (11, 13) and

has recently been found to be of biological im-

portance. p-Hydrogen bonding can stabilize a
helices in proteins and plays an important role

in cellular and synaptic signal transmission (13).

The formation enthalpy for the gas-phase

phenol-benzene complex is È4 kcal/mol (12).

The gas-phase structure has been determined

by electronic structure calculations (14). Fig-

ure 1 shows two views of the structure of the

phenol-benzene complex. In contrast to chem-

ical intuition, the hydroxyl group does not

point to the center of the benzene ring, but

rather points between adjacent carbons. One of

the ortho hydrogens on the phenol also points
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between a pair of carbons that are on the oppo-

site side of the benzene ring. Additional higher

level electronic structure calculations performed

as part of this study confirm this structure and

show that the other complexes studied here

have similar structures. Previous studies in liq-

uids demonstrate the existence of the phenol-

benzene complex and have measured its enthalpy

of formation in CCl
4

(1.56 kcal/mol at room

temperature) in temperature-dependent linear

IR absorption experiments (15) (see below).

We used 2D IR vibrational echo spectros-

copy to extract the binding kinetics of phenol-

benzene complexes in solution. In addition, we

have examined the effect of modifying benzene

with electron-donating groups (p-xylene or p-

dimethylbenzene) and an electron-withdrawing

group (bromobenzene). Experimental specifics

are described below for the benzene studies, with

results from the corresponding substituted ben-

zene studies given at the end for comparison.

For the purposes of our experimental study,

phenol presents several advantages. The hy-

droxyl stretch is an isolated vibration with a

strong absorption cross section and relatively

long vibrational lifetime, so IR excitation is

efficient and there is a sufficient time window

to observe its dynamics. Moreover, the hydrox-

yl stretch frequency is sensitive to formation of

the complex with benzene. By deuterating the

hydroxyl group (OD rather than OH), we trans-

ferred the stretching mode away from aromatic

C-H stretching bands of similar frequency. The

OD stretching band of free phenol in pure CCl
4

is centered at 2665 cm–1 (Fig. 2, dotted curve).

The spectrum of phenol in pure benzene shows

a red-shifted (lower energy) band in this region

at 2631 cm–1 (Fig. 2, dashed curve), resulting

from formation of the phenol-benzene com-

plex. By diluting the benzene with CCl
4
, we

can shift the equilibrium toward more free

phenol. At the concentrations used here in the

mixed solution (phenol/benzene/CCl
4

molar

ratio 2:40:100, respectively), the absorptions

of free and complexed phenol are both prom-

inent in the spectrum (Fig. 2, solid line). In-

tegration of these bands, calibrated from the

pure samples, yields the concentrations of com-

plexed and free phenol, which in turn determine

the equilibrium constant for complex forma-

tion (Keq 0 [complex]/[phenol][benzene] 0
0.26 at 298 K).

To measure the formation and dissocia-

tion kinetics of the complex in this solution,

we apply three successive IR pulses with the

same polarization, which induce the subse-

quent emission in a distinct direction of a time-

delayed fourth pulse—the vibrational echo. The

transform-limited pulses (50 fs, G4 cycles of

light) are produced using a Ti:sapphire regen-

eratively amplified laser system coupled to an

optical parametric oscillator, and they span

sufficient bandwidth (300 cm–1 centered at

È4 mm, or 2500 cm–1) to cover the v 0 0 to

v 0 1 (hereafter denoted 0-1) and 1-2 transitions

of the hydroxyl OD stretching modes in both

free and complexed phenol. The echo pulse is

detected, with frequency and phase resolution,

by combining with a fifth (local oscillator) pulse,

and the combined pulse is dispersed in a spec-

trograph. Data are thus obtained as a function

of three variables: the emitted echo frequency

wm (measured directly by the spectrograph),

the variable time delay between the first and

second pulses (t), and the variable time delay

between the second and third pulses (Tw, the

variable ‘‘waiting’’ time). By numerical Fou-

rier transform (FT), the t scan data taken at

each Tw are mapped to a second frequency

variable wt. The data are then plotted in three

dimensions, showing the amplitude as a func-

tion of both wt and wm (which correspond to

the w
1

and w
3

axes, respectively, in 2D NMR).

The experimental setup is shown in fig. S1;

further experimental details are given in (16).

Chemical exchange creates new off-
diagonal peaks. Figure 3 displays the 2D

IR vibrational echo spectra as contour plots

at a very short Tw (200 fs, Fig. 3A) and a

long Tw (14 ps, Fig. 3B) (1 fs 0 10j3 ps 0
10j15 s). The data have been normalized to

the largest peak at each Tw. The red contours

are positive-going (0-1 vibrational transition)

and the blue contours are negative-going (1-2

vibrational transition). As discussed below, the

0-1 signal comes from two quantum pathways

that are related to bleaching of the ground

state and stimulated emission, both of which

produce a vibrational echo pulse that is in

phase with (and therefore adds to) the local

oscillator pulse to produce a positive-going

signal. The 1-2 signal arises because there is a

new absorption that was not present before the

first two excitation pulses. The 1-2 vibrational

echo pulse is 180- out of phase with (and thus

subtracts from) the local oscillator to produce

Fig. 1. Two views of the structure of the phenol-
benzene complex calculated with DFT at B3LYP/
6-31þ G (d,p) level in the gas phase.
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Fig. 2. FT-IR absorption spectra of the OD stretch
of phenol-OD (hydroxyl H replaced with D) in
CCl4 (free phenol, dotted curve), phenol in ben-
zene (benzene-phenol complex, dashed curve),
and phenol in the mixed benzene-CCl4 solvent
(2:5 molar ratio), which displays absorptions of
both free and complexed phenol (solid curve).

Fig. 3. 2D IR vibrational echo spectra of the OD
stretch of phenol in the mixed benzene-CCl4
solvent. Each contour represents a 10% change.
(A) Data for Tw 0 200 fs. The red contours on
the diagonal (positive going) are the 0-1 tran-
sitions of the free phenol and the phenol-
benzene complex. The blue contours off the
diagonal (negative going) are the corresponding
1-2 transition peaks. (B) Data for Tw 0 14 ps.
Additional peaks have grown in because of
chemical exchange, that is, the formation and
dissociation of the phenol-benzene complex.
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a negative-going signal. At Tw 0 200 fs, there

are two peaks on the diagonal (0-1 transitions)

and the corresponding 1-2 transition peaks are

off-diagonal. There are no off-diagonal peaks

in the 0-1 region because 200 fs is short rel-

ative to the exchange time; by contrast, Tw 0
14 ps (Fig. 3B) is long relative to the exchange

time, and additional peaks have grown in.

The 2D IR vibrational echo spectra in

Fig. 3, A and B, can be understood in terms of

time-dependent diagrammatic perturbation the-

ory, which describes the nonlinear optical inter-

actions with the molecular vibrations (17, 18).

(See fig. S2 for detailed diagrams showing how

all the peaks are generated.) The frequency at

which the first pulse excites a mode is the

mode frequency on the wt axis (horizontal

axis): 2631 cm–1 for the 0-1 transition in free

phenol and 2665 cm–1 for the complex. The

third pulse induces the vibrational echo pulse,

which is emitted after a time delay at the

precise frequency of the vibrational transition

that interacted with that third pulse. The fre-

quency of the vibrational echo emission is the

frequency on the wm axis (the vertical axis). In

Fig. 3A, the data are taken before chemical

exchange. For the 0-1 vibrational transitions,

the third pulse induces the vibrational echo

emission at the same frequencies excited by the

first pulse, so there are two peaks on the diag-

onal where wt 0 wm (red peaks in Fig. 3A). If

the frequency of vibrational echo emission (wm,

third pulse frequency) is different from the fre-

quency of initial excitation (wt, first pulse fre-

quency), peaks will appear off-diagonal. Again,

in Fig. 3A, the blue peaks are off-diagonal by

the vibrational anharmonicity (19) because the

modes are initially excited at their 0-1 frequen-

cies (wt) but the third pulse causes vibrational

echo emission at their 1-2 frequencies (wm).

Even in the absence of chemical exchange, the

peaks observed at very short Tw delays (Fig.

3A) will undergo evolution with increasing Tw,

because of both spectral diffusion (17, 18, 20)

(see below), which changes the shapes of the

peaks, and vibrational lifetime decay and ori-

entational relaxation, which cause the peaks to

decay in amplitude.

The influence of chemical exchange on the

2D correlation spectrum can be easily under-

stood in terms of the ideas presented above. If

some complexed phenols are liberated during

the Tw period, then the third pulse will cause

the emission of the vibrational echo at the

frequency of the free phenol OD stretch. The

frequency of emission wm then differs from

the excitation frequency wt for these specific

molecules. The result will be an off-diagonal

peak that appears only if chemical exchange

occurs. Because the free phenol absorbs at

higher frequency than complexed phenol, this

off-diagonal peak is shifted to higher fre-

quency along the wm axis by the frequency

difference (34 cm–1) between the free and com-

plexed modes. Conversely, if some free phenols

bind to benzene during the Tw period, then the

third pulse will produce an off-diagonal peak

for these (formerly) free phenols, which is

shifted to lower frequency along the wm axis

by the same amount. Identical considerations

apply for both the 0-1 and 1-2 regions of the

spectrum. This behavior is shown in Fig. 3B,

wherein substantial chemical exchange has

led to the generation of a block of four red

peaks and a block of four blue peaks; the two

new peaks in each block were not present at

Tw 0 200 fs. Clearly some complexes have

dissociated and others have formed. The growth

of the additional off-diagonal peaks with in-

creasing Tw is directly related to the time de-

pendence of the chemical exchange.

The phenol-benzene complex persists
for 8 ps. Figure 4 displays the time evolution

of the correlation spectrum in the 0-1 transition

region as 3D representations. (More plots are

shown in fig. S3.) The data have been nor-

malized to the largest peak at each Tw. As in

Fig. 3, at Tw 0 200 fs there are only diagonal

peaks. The peak in the foreground is the

vibration echo of complexed phenol. At Tw 0
2 ps, two changes are evident. First, the shapes

of the diagonal peaks have altered. Whereas at

Tw 0 200 fs the peaks are elongated along the

diagonal, by 2 ps they have become symmet-

rically rounded. The change in shape is caused

by spectral diffusion. At short times, the

vibrational transitions are inhomogeneously

broadened. As time proceeds, the fluctuations

in the solvent environment cause the transition

frequency to sample all possible values, and

each line becomes dynamically broadened.

The change in shape provides information on

the dynamic solute-solvent interactions, but

here we focus our analysis exclusively on the

chemical exchange. At 2 ps, the off-diagonal

peaks are just becoming visible. By 5 ps, the

off-diagonal peaks are clearly evident, and

they continue to grow in amplitude, as shown

in the 10-ps and 14-ps plots.

Simple inspection of the data reveals that

the phenol-benzene complexes form and dis-

sociate on a picosecond time scale. To obtain

quantitative rates, we fit the data with the use

of time-dependent diagrammatic perturbation

theory and kinetic equations to describe the

exchange dynamics. Because of spectral dif-

fusion, the shapes of the peaks change. In the

absence of all other dynamical processes, the

change in shape preserves the volume of a peak,

but the peak amplitude is reduced as the peak

broadens along the wt axis. Therefore, the inte-

grated peak volumes are fit to obtain the popu-

lation dynamics. There are three processes that

contribute to the change in the peak volumes:

the OD vibrational lifetime relaxation in free

and complexed phenol (lifetimes T
1
f and T

1
c),

the orientational relaxation (time constants t
r
f

and t
r
c), and the chemical exchange (dissoci-

ation and formation rate constants k
d

and k
f
).

The kinetic scheme is shown in Fig. 5A; more

details are described in fig. S4. The vibrational

relaxation and orientational relaxation lead to

diminishing intensities of all peaks with in-

creasing time. Even complete orientational ran-

domization during the Tw period does not cause

the vibrational echo to decay to zero. Therefore,

the chemical exchange time need not be short

relative to the orientational relaxation time.

The chemical exchange causes the diagonal

peaks to diminish and the off-diagonal peaks

to grow, as can be seen in Figs. 3 and 4. The

dissociation rate (number per unit time) of the

complex equals the formation rate if the sys-

tem is in equilibrium (see below). The complex

dissociation time constant t
d

is independent of

concentration and is therefore used here (t
d
0

1/k
d
, where k

d
is the dissociation rate constant;

the dissociation rate is k
d
[complex]).

Fig. 4. The time dependence of the 2D IR vi-
brational echo spectrum in the 0-1 transition
region. As Tw increases, the off-diagonal peaks
grow in because of chemical exchange (forma-
tion and dissociation of the benzene-phenol
complex). Between 200 fs and 2 ps, the peaks
change shape because of spectral diffusion. In-
spection of the data shows a picosecond time
scale for the chemical exchange (growth of the
off-diagonal peaks).
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The data for the 0-1 transition region con-

sist of four time-dependent components: the two

diagonal peaks (complexed and free phenol) and

the two off-diagonal peaks (dissociation and

formation of complexes during the experiment).

A similar treatment is applied for the 1-2 re-

gion below. All four peaks can be reproduced

with the single fitting parameter t
d
. The input

parameters used are T
1
c 0 10 ps, T

1
f 0 12.5 ps,

tr
c 0 3.4 ps, tr

f 0 2.9 ps, and the ratio of the

complexed and free phenol concentrations

[complex]/[free] 0 0.8. The lifetimes and the

orientational relaxation times were measured

with polarization-selective IR pump-probe ex-

periments (21) on the OD stretch of the complex

in pure benzene solvent and free phenol in pure

CCl
4

solvent. The orientational relaxation time

constants were corrected for the small viscosity

difference between the pure solvents and mixed

solvents. The concentration ratio was measured

with linear absorption FT-IR spectroscopy.

Figure 5B shows the peak volume data

for the 0-1 transition region of the spectrum

as a function of Tw. The fits (solid curves) to

the time dependence of all of the peaks using

a single adjustable parameter, t
d
, are very

good. From the fits, dissociation of the com-

plex proceeds with a time constant t
d
0 8 T 2

ps. The error bars obtained from the single-

parameter fits are smaller than 2 ps. The

cited error bars mainly arise from the uncer-

tainties in all of the parameters in the cal-

culation, rather than the quality of the fit.

Vibrational excitation does not per-
turb the equilibrium. An important aspect

of 2D NMR is that the manipulation of spin

states by a pulse sequence produces a negligi-

ble perturbation of the molecular system, and

therefore the experiment does not move the

system away from equilibrium. It is possible

to determine whether vibrational excitation in

the current system shifts the concentrations

away from their equilibrium values or changes

t
d
. Even if vibrational excitation does shift the

system out of equilibrium, the dynamics for

the equilibrium system can nonetheless be ex-

tracted. If the thermal equilibrium is not

perturbed by vibrational excitation, both off-

diagonal peaks (formation and dissociation of

the complex) should have the same time

dependence. In the 0-1 transition region, the

integrated off-diagonal intensities (circles and

squares in Fig. 5B) do show matching growth

rates as a function of Tw, confirming an un-

disturbed equilibrium. In other words, the

pulse sequence has no impact on the aggregate

populations of free and bound phenol in solu-

tion. For each complex formed during the Tw

period, another complex liberates a phenol.

It is possible that vibrational excitation

changes both the dissociation rate and the com-

plex formation rate. If both rates were changed

to the same extent, the equilibrium concentra-

tions would be unchanged and the off-diagonal

peaks would grow in at the same rate, as ob-

served. It is possible to test whether vibrational

excitation changes the dissociation time constant

t
d

directly and conclusively. Of more impor-

tance, it is possible to see how the equilibrium

exchange time constants can be extracted even

if vibrational excitation does change the dynam-

ics of dissociation and formation of complexes.

A series of qualitative energy level/kinetic

diagrams (Fig. 6) clarifies how to do this and

enables a more detailed understanding of the

2D vibrational echo measurements of chemical

exchange. These diagrams are not rigorous

quantum mechanical diagrams as used in dia-

grammatic perturbation theory, but their simplic-

ity has important heuristic value. (The full set of

double-sided Feynman diagrams pertaining to

this problem is given in fig. S2.) The diagrams

show how the off-diagonal peaks for the dissoci-

ation of complexed phenol to free phenol (cYf )

are generated in both the 0-1 (Fig. 6, A and B)

and the 1-2 (Fig. 6C) portions of the 2D spec-

trum. These are the peaks at wt 0 2631 cm–1

and wm 0 2665 cm–1 (0-1), and at wt 0 2631

cm–1 and wm 0 2575 cm–1 (1-2) in Fig. 3B. The

other off-diagonal peaks, representing complex

formation, arise in the same manner.

The signal for the off-diagonal 0-1 portion

cYf peak has two contributions illustrated in

Fig. 6, A and B. In Fig. 6A, the arrow

representing pulse 1 makes a coherent super-

position state of the v 0 0 and v 0 1 levels of

the phenol-benzene complexes at frequency

Fig. 5. (A) Kinetic scheme. The complexed (c)
and free (f) phenols can exchange with dis-
sociation rate constant kd and formation rate
constant kf . The exchange process causes the
off-diagonal peaks to grow in and the diagonal
peaks to diminish. All of the peaks decay
because of vibrational relaxation with lifetime
T1

i and rotational relaxation with time constant
tr

i. (B) Peak volume data (scaled with extinction
coefficient differences; see fig. S4) and fits to the
data. There is one adjustable parameter to fit all
of the data: the dissociation time constant, td, of
the phenol-benzene complex. Fits to the data for
the four peaks in the 0-1 transition region give
td 0 8 ps. The two off-diagonal peaks (circles
and squares) grow in at the same rate, showing
that the thermal equilibrium is not perturbed by
vibrational excitation to the first vibrationally
excited state of the hydroxyl stretch.

Fig. 6. (A to C) Energy
level/kinetic diagrams
that show the pulse se-
quence pathways that
give rise to the vibra-
tional echo signal for
the off-diagonal peaks
created by the dissoci-
ation of the phenol ben-
zene complex in the 0-1
and 1-2 portions of the
2D vibrational echo
spectrum (Fig. 3B). (A)
and (B) show the two
pathways for the 0-1
portion of the spectrum.
Each pathway contrib-
utes half of the 0-1 dis-
sociation off-diagonal
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peak. In pathway (A), complexes are in the v 0 1 excited
state during the Tw period, and dissociation of complexes
in the v 0 1 state contributes to the off-diagonal peak. In
pathway (B), complexes are in the v 0 0 ground state
during the Tw period, and dissociation of complexes in the
v 0 0 state contributes to the off-diagonal peak. (C) shows the single pathway that contributes to the 0-
1 dissociation off-diagonal peak in the 1-2 portion of the spectrum. In pathway (C), complexes are in the
v 0 1 excited state during the Tw period. Only complexes that dissociate while in the excited state
contribute to the dissociation off-diagonal peak in the 1-2 portion of the spectrum. The difference
between the two contributions to the signal for the 0-1 portion and the single contribution for the 1-2
portion permit the extraction of the equilibrium dissociation time even if vibrational excitation changes
the dissociation and formation rate constants from their equilibrium values (see text). (D) Data and
calculated curves for the 1-2 portion of the spectrum (blue peaks in Fig. 3B) give the same td value as
the 0-1 portion, demonstrating that excitation of the hydroxyl stretch does not influence the
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w
c
. In all diagrams, a dashed arrow represents

the creation of a coherent superposition state.

A coherent superposition state is equivalent to

an in-plane precessing magnetization that is

generated by the first pulse in a 2D NMR

pulse sequence. During the t period between

pulses 1 and 2, exchange does not contribute

to the growth of the off-diagonal peak, be-

cause the exchange time t
d

is long relative to

the inverse of the frequency difference be-

tween the c and f peaks. Therefore, jumps

from c to f will produce an ensemble of super-

position states in f with random phase, re-

sulting in no contribution to the off-diagonal

peak signal. After time t, the second pulse

generates a population in the excited v 0 1

state. A solid arrow in all diagrams represents

the generation of a population. Some of the

molecules that are initially complexes have

now been ‘‘labeled’’ in the v 0 1 state. If some

of these complexes dissociate (cYf) during

the period Tw, pulse 3 will produce a coherent

superposition state (dashed arrow in Fig. 6A)

oscillating at frequency w
f
. The vibrational

echo pulse will be emitted (wavy arrow) at

frequency w
f
. Therefore, the wt frequency is

w
c
, but the wm frequency is wf. The cYf off-

diagonal peak is produced. The pathway in

Fig. 6A for which the dissociation occurs with

molecules labeled in v 0 1 accounts for half of

the cYf off-diagonal peak signal in the 0-1

portion of the spectrum.

The pathway shown in Fig. 6B accounts

for the other half of the cYf off-diagonal peak

signal. Again, pulse 1 produces a 0-1 coherent

superposition state (dashed arrow), but pulse 2

produces a population (solid arrow) in the v 0
0 state instead of in the v 0 1 state, again la-

beling molecules that are initially complexes.

This pathway involves molecules labeled in

the v 0 0 state during the Tw period. For those

complexes that undergo dissociation during

the Tw period, pulse 3 will produce a coherent

superposition state (dashed arrow) at frequen-

cy w
f
, and the vibrational echo (wavy arrow)

will be emitted at w
f
. As in the path shown in

Fig. 6A, in Fig. 6B the wt frequency is wc,

but the wm frequency is w
f
, and this path

contributes to the cYf off-diagonal peak. For

both pathways, pulse 3 produces a coherent

superposition state. In NMR, this coherent su-

perposition state yields an in-plane precessing

magnetization (a macroscopic oscillating mag-

netic dipole moment) that is detected with a

pickup coil. In the vibrational experiment, the

coherent superposition state in each pathway

gives rise to a macroscopic oscillating electric

dipole moment that emits light, the vibrational

echo pulse (wavy arrows).

The important point to see from Fig. 6, A

and B, is that half of the signal comes from

molecules that are in their v 0 1 state during

the Tw period and half comes from molecules

in the v 0 0 state. If vibrational excitation

influences the equilibrium dynamics, then the

time evolution of the exchange off-diagonal

peaks will be affected and t
d

can be altered

from its equilibrium value. Whether t
d

is

changed by vibrational excitation can be

tested; if it is, then its equilibrium value can

be recovered by examining the 1-2 portion of

the 2D vibrational echo spectrum in addition

to the 0-1 portion. Figure 6C shows the single

diagram that contributes to the cYf off-

diagonal peak in the 1-2 portion of the spec-

trum. In Fig. 6C, pulse 1 creates a 0-1

coherent superposition state (dashed arrow)

and pulse 2 generates a population (solid ar-

row) of complexed phenols in the v 0 1 state.

There is only one path because it is necessary

to have molecules in the v 0 1 state so that

pulse 3 can produce a coherent superposition

state (dashed arrow) of v 0 1 and v 0 2, which

is then followed by vibrational echo emission

at the 1-2 frequency (blue peaks in Fig. 3B). If

dissociation of complexed phenols occurs dur-

ing the Tw period, the blue cYf off-diagonal

peak is generated. Thus, the entire signal for

this off-diagonal peak arises solely from com-

plexes that were in the v 0 1 state and un-

derwent dissociation during the Tw period.

This property does not hold for the red

cYf off-diagonal peak, for which half of the

signal is generated by molecules that were in

the v 0 1 state and half by molecules in the v 0
0 state during the Tw period. If excitation to

the vibrationally excited v 0 1 state changes

the equilibrium dynamics, then the t
d

deter-

mined from the 0-1 portion of the spectrum

will be different from the t
d

determined from

the 1-2 portion of the spectrum. The t
d

value

determined from the 0-1 portion of the spec-

trum is an average of its ground state and first

vibrationally excited state value. Using the

two values of t
d

determined from the 0-1 and

1-2 portions of the 2D vibrational echo spec-

trum, the value for the ground state (unper-

turbed thermal equilibrium) pathway can be

easily obtained. If the two values are the same,

then vibrational excitation did not have an ex-

perimentally measurable influence on the

equilibrium dynamics of the system.

Figure 6D shows the data and calculated

curves for the 1-2 region of the 2D vibrational

echo spectrum. There are no adjustable pa-

rameters. The data are reproduced with the

identical parameters used for the 0-1 region,

including t
d
0 8 ps. Variation of t

d
does not

improve the agreement. Thus, within experi-

mental uncertainty, for the phenol-benzene

complex and the other systems studied here,

exciting the hydroxyl stretch has no influence

on the dissociation time and, as discussed

above, vibrational excitation does not change

the equilibrium constant.

Electron-rich benzene derivatives make
stronger complexes. In addition to the phenol-

benzene complex, the phenol-bromobenzene

and phenol–p-xylene complexes were studied

in the identical manner. The dissociation time

for the phenol–p-xylene complex is consider-

ably slower than for the phenol-benzene com-

plex, with t
d
0 21 T 3 ps. The dissociation time

constant for the phenol-bromobenzene com-

plex is t
d
0 6 T 3 ps. This value is within ex-

perimental uncertainty of the phenol-benzene

complex t
d
. However, the error bars are de-

termined in large part by the errors of all of

the parameters used in the calculations, rather

than by the quality of the fits. A direct com-

parison for the phenol-benzene and phenol-

bromobenzene complexes (at, for example, 7 ps)

of the sizes of their diagonal peaks versus their

respective dissociation-induced off-diagonal

peaks clearly shows that the bromobenzene

complex dissociates more rapidly.

To investigate the trend in the t
d

values,

we measured the temperature dependences of

the complexation equilibria for all three sys-

tems by IR absorption and then used these

values to determine the bond enthalpies, DH0,

of the complexes. (Here, the standard solvent

concentrations are defined to be the con-

centrations used in the experiments.) The DH0

values extracted from van’t Hoff plots were

–1.21 kcal/mol for the phenol-bromobenzene

complex, –1.67 kcal/mol for the phenol-

benzene complex, and –2.23 kcal/mol for

the phenol–p-xylene complex (fig. S5). Thus,

as the bond enthalpy increases (stronger

bond), the dissociation time also increases. If

the free energy of activation for dissociation

(DG-) scales with the bond enthalpies, we can

qualitatively understand the trend in t
d
. The

electron-withdrawing bromine weakens the

complex by reducing the p-electron density

of the ring, leading to a faster dissociation

time. Conversely, in p-xylene, the electron-

donating methyl groups increase the p-electron

density of the ring, resulting in a stronger com-

plex and correspondingly longer dissociation

time.

The 2D IR vibrational echo technique
is general. The method used here is general

for measuring fast chemical exchange dynam-

ics in the ground electronic state, and appears

promising for studies of a wide range of mo-

lecular isomerizations and electron and proton

transfer processes under thermal equilibrium

conditions. There are three conditions neces-

sary to apply this technique to study thermal

equilibrium exchange phenomena: (i) There

must be at least one IR active mode that has a

distinct frequency for each species undergoing

exchange, (ii) the concentrations of all the

equilibrated species must be high enough for

detection, and (iii) the exchange rate must be

comparable to or shorter than the vibrational

lifetime of the vibration that is being used as

the probe. It is important to note that the vi-

brational mode that is used as the probe need

not be directly involved in the exchange pro-

cess, as is the hydroxyl stretch used in this

study. It is sufficient that the exchange causes

the mode frequency to change.

R E S E A R C H A R T I C L E

26 AUGUST 2005 VOL 309 SCIENCE www.sciencemag.org1342



References and Notes
1. C. Reichardt, Solvents and Solvent Effects in Organic

Chemistry (Wiley-VCH, Weinheim, Germany, ed. 3,
2003).

2. G. J. Throop, R. J. Bearman, J. Chem. Phys. 42, 2408
(1965).

3. S. N. Vinogradov, R. H. Linnell, Hydrogen Bonding
(Van Nostrand Reinhold, New York, 1971).

4. J. Jeener, B. H. Meier, P. Bachmann, R. R. Ernst, J.
Chem. Phys. 71, 4546 (1979).

5. B. H. Meier, R. R. Ernst, J. Am. Chem. Soc. 101, 6441
(1979).

6. A. G. Palmer, Chem. Rev. 104, 3623 (2004).
7. N. Demirdoven, M. Khalil, O. Golonzka, A. Tokmakoff,

J. Phys. Chem. A 105, 8030 (2001).
8. Y. Kim, R. M. Hochstrasser, J. Phys. Chem. B 109,

6884 (2005).
9. J. B. Asbury et al., Phys. Rev. Lett. 91, 237402 (2003).

10. H.-J. Schneider, A. K. Yatsimirsky, Principles and

Methods in Supramolecular Chemistry (Wiley, Chi-
chester, UK, 2000).

11. E. A. Meyer, R. K. Castellano, F. Diederich, Angew.
Chem. Int. Ed. Engl. 42, 1210 (2003).

12. J. L. Knee, L. R. Khundkar, A. H. Zewail, J. Chem. Phys.
87, 115 (1987).

13. M. F. Perutz, Philos. Trans. R. Soc. London Ser. A 345,
105 (1993).

14. A. Fujii, T. Ebata, N. Mikami, J. Phys. Chem. A 106,
8554 (2002).

15. G. C. Pimentel, A. L. McClellan, Annu. Rev. Phys.
Chem. 22, 347 (1971).

16. J. B. Asbury, T. Steinel, M. D. Fayer, J. Lumin. 107,
271 (2004).

17. S. Mukamel, Annu. Rev. Phys. Chem. 51, 691 (2000).
18. S. Mukamel, Principles of Nonlinear Optical Spec-

troscopy (Oxford Univ. Press, New York, 1995).
19. O. Golonzka, M. Khalil, N. Demirdoven, A. Tokmakoff,

Phys. Rev. Lett. 86, 2154 (2001).

20. J. B. Asbury et al., J. Chem. Phys. 121, 12431 (2004).
21. H.-S. Tan, I. R. Piletic, M. D. Fayer, J. Chem. Phys.

122, 174501(9) (2005).
22. We thank J. I. Brauman for insightful discussions, J.

Xie for his aid in chemical preparation, and H.-S. Tan
for his aid in pump-probe measurements. Supported
by grants from the Air Force Office of Scientific Re-
search (F49620-01-1-0018) and NSF Division of Ma-
terials Research (DMR-0332692).

Supporting Online Material
www.sciencemag.org/cgi/content/full/1116213/DC1
Materials and Methods
Figs. S1 to S5

16 June 2005; accepted 26 July 2005
Published online 4 August 2005;
10.1126/science.1116213
Include this information when citing this paper.

Magnetic Field–Induced
Superconductivity in the

Ferromagnet URhGe
F. Lévy,1 I. Sheikin,2 B. Grenier,1 A. D. Huxley1*

In several metals, including URhGe, superconductivity has recently been
observed to appear and coexist with ferromagnetism at temperatures well
below that at which the ferromagnetic state forms. However, the material
characteristics leading to such a state of coexistence have not yet been fully
elucidated. We report that in URhGe there is a magnetic transition where the
direction of the spin axis changes when a magnetic field of 12 tesla is applied
parallel to the crystal b axis. We also report that a second pocket of super-
conductivity occurs at low temperature for a range of fields enveloping this
magnetic transition, well above the field of 2 tesla at which superconductivity
is first destroyed. Our findings strongly suggest that excitations in which the
spins rotate stimulate superconductivity in the neighborhood of a quantum
phase transition under high magnetic field.

The discovery of fundamentally new correlated

electronic phases is rare in condensed matter

physics. A promising parameter region in which

to prospect for the emergence of such states is,

however, found when a material is tuned through

a continuous magnetic phase transition at very

low temperature. As a material is tuned through

such a transition, magnetic fluctuations become

soft in energy and have large quantum ampli-

tudes. Under such circumstances it becomes

easier to deform the electronic spin system to

adopt new ground state configurations potential-

ly brought about by the large amplitudes of the

fluctuations themselves. This description ap-

pears to apply at the pressures where antiferro-

magnetic order is suppressed in CeIn
3

and

CePd
2
Si

2
; a new superconducting phase is in-

duced in a pocket of pressures at low tem-

perature surrounding the critical pressure at

which the antiferromagnetism is destroyed (1).

For a magnetic transition between two different

itinerant ferromagnetic phases, the correlated

states that can emerge are potentially quite dif-

ferent. Equal spins as opposed to opposite spins

must be paired for superconductivity to occur,

owing to the magnetic polarization of the elec-

tronic band structure. UGe
2

(2) and URhGe (3)

have already attracted attention because of the

recent discoveries that bulk superconductivity

coexists with ferromagnetism in these materials

well below their ferromagnetic transition tem-

peratures. The inference that equal spins are

paired in the superconducting state is addition-

ally supported for URhGe by measurements of

the critical field necessary to suppress the super-

conductivity (4). We report here that in URhGe

a magnetic transition can be induced by applying

a much larger magnetic field than that at which

superconductivity is first destroyed and that at

low temperature a new pocket of supercon-

ductivity emerges surrounding this transition.

URhGe is ferromagnetic below a Curie

temperature, T
C
, of 9.5 K, with a spontaneous

moment aligned to the c axis of its ortho-

rhombic crystal structure. The field-induced

magnetization is smaller for fields applied

along the a axis than the other crystal axes.

We therefore restrict the discussion to fields in

the bc plane. The first indication that a mag-

netic transition occurs under magnetic field in

URhGe can be found in (5), where a jump in

the field-induced magnetization was seen at

high field and low temperature. We find that

such a jump occurs when the field is applied

close to the b axis direction. We show below

that this transition corresponds to a sudden

rotation of the moment in the bc plane.

Measurements of the torque acting on a

single crystal of URhGe (Fig. 1A) show that

the component of the magnetization parallel to

the c axis, M
c
, collapses abruptly to zero when

a magnetic field of magnitude, H
R
, is applied

along the b axis, with m
0
H

R
0 11.7 T (m

0
is the

permeability of a vacuum). Measurements,

both directly in a magnetometer and by neutron

scattering (Fig. 1B), show that the magnetiza-

tion parallel to the b axis also increases sud-

denly at this field, but that the total moment

above H
R

is close to the value extrapolated

from fields well below H
R
. Therefore, the main

change in the magnetization across the transi-

tion is a rotation of the moment toward the b

axis. For fields aligned at an angle, q, from the

b axis, a rapid rotation of the moment occurs at

higher fields, H
R
(q). The moment no longer

aligns perfectly to the field direction immedi-

ately above the transition, and the transition

becomes progressively broader.

In the normal state, there is a clear peak in

the electrical resisitivity as a function of the ap-
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